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Abstract 

This work focuses on the exploitation of the notion of representing celebrity cartoon 

genders by clustering based on the cluster centroid. In this approach, features and 

samples are systematically reduced to provide a compact representation. For the 

extraction of deep features, the FaceNet architecture is used. The K-means algorithm is 

used to cluster celebrity cartoons based on their gender. The approach is carried forward 

to preserve the cluster representatives of each cluster for further classification and 

sample space reduction. We also explored suitable conventional classifiers and 

recommended the K-Nearest Neighbor (KNN) classifier, which is suitable for centroid-

based gender classification. Further, the well-known subspace techniques such as 

Principal Component Analysis (PCA) and Fisher Linear Discriminant (FLD) have been 

adopted for dimensionality reduction. To demonstrate the effectiveness of the proposed 

model, we conducted extensive experiments on a dataset specific to celebrity cartoon 

images, namely IIIT-CFW. In contrast to existing methods, our model achieved a state-of-

the-art result with an F-measure of 92.99%.  

 

Keywords: Deep features, clustering, centroid representation, celebrity cartoon gender 

classification. 

 

1. Introduction 

Cartoon faces are widely recognized as an appealing form of art that is frequently used in 

many aspects of our daily lives. Cartoons are characterized by their non-realistic or semi-

realistic depictions of real-world situations, often featuring amusing interpretations. 

Various fields, including entertainment, education, and advertising, use them extensively. 

In education, cartoons are a popular means of communicating complex ideas in a simple 

and engaging manner. Furthermore, they are widely used in advertising to capture 

people's attention and convey brand messages in a memorable and humorous manner. In 

the entertainment industry, cartoons are a cornerstone of animated shows and movies, 

providing viewers with hours of entertainment. There exists a significant modeling gap 

between these cartoons and the original images, as shown in Figure 1. The original 

celebrity image characters are associated with their celebrity cartoon characters, as 

depicted. Though recognizing these characters is a challenging task, recognizing gender 

in cartoons is even more difficult. 
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Figure.1: Illustration of original images with their associated celebrity cartoon characters 

to demonstrate the modelling gapbetweenoriginalandcartoonimages. 

It is easier to determine gender in real images than in cartoons due to their intangible 

structural representation and appearance. However, gender classification in cartoons has 

been attracting the attention of many researchers in different fields, such as computer 

vision and machine learning, because of its potential applications. These applications 

include visual surveillance, intelligent human-computer interaction, social media analysis, 

demographic studies, and augmented reality. We focus on recognizing celebrity cartoon 

faces, which is challenging due to artistic variations, but even more difficult is 

recognizing the gender of celebrity cartoons. Accordingly, we use celebrity cartoons to 

address the problem of gender classification. However, identifying gender using these 

images is still more demanding, so we decided to take up the project with the intention of 

reducing the complexity of the search process. According to Figure 2, Aamir Khan and 

Narendra Modi exhibit high intra-class variations. There should be fewer intra-class 

variations and high inter-class variations in any classification model to be effective, but in 

our scenario, this is much more difficult. 

 

 

 

 

 

 

 

 

 

Figure 2: Exhibits intra-class variations a) samples belongs to class Aamir khan b) 

samples belongs to Narendra Modi. 

Therefore, we attempted to categorize genders using recognized cartoon images.The 

classification of gender is a binary class problem that carries highly distinguished 

information concerning gender specifics. It aims to recognize the gender of a person 

based on the characteristics that differentiate between masculinity and femininity. Based 

on a review of the existing literature, we discovered that most of the studies involved the 

recognition of real images. However, the work has reported on the cartoon character 

recognition only. The current work aims to recognize celebrity cartoon images based on 

genders. 

 Meanwhile we discovered literature on identifying the gender of cartoon celebrities. 

In[3] used a multitask cascaded convolutional network (MTCNN) to detect faces and 

compared it to traditional methods. Contributions in this paper include using an inductive 

transfer learning approach that combines the feature learning capacity of the Inception v3 

(b) (a) 
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network and the feature recognition ability of support vector machines (SVMs) for face 

recognition. We also propose a hybrid convolutional neural network (HCNN) framework 

trained on a fusion of pixel values and 15 manually placed facial key points. The 

Inception+SVM model has been demonstrated to achieve a state-of-the-art (SOTAF1 

score on the task of gender recognition of cartoon faces using a supportive unique dataset, 

namely the IIIT-CFW dataset. 

With this backdrop, we attempted towards a cluster-based approach for celebrity cartoon 

face gender classification. Further, extensive experimentations are conducted to evaluate 

the performance of the proposed method by projecting the features onto Fisher space and 

eigen space. The experimentation results are evaluated using F1-Meaure as a metric. 

The following contributionsof this paper are as follows: 

• Considerable reduction is achieved in data representation by choosing the cluster 

representatives. 

• Conduction of extensive experimentation and exploration of clustering-based 

approaches for gender in celebrity. 

• Investigation of Suitable Classifier centroid-based gender classification. 

The rest of the paper is structured as follows: In Section 2, a brief introduction of the 

proposed framework is presented. In Section 3, the details of experimental setup, dataset 

used  are summarized. Results and  comparative study have been presented in Section 4. 

Finally, Section 5 follows with conclusions. 

 

2. Proposed Framework 

In this section, a brief introduction to the proposed model (Figure 4) is given. The model 

comprises different stages, viz., feature extraction, clustering, feature selection, and 

classifier. 

Figure 4: Architecture of Cluster-Based Approach 
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2.1Deep Feature Extraction 

FaceNet architecture is a popular deep-learning model specifically designed for face 

recognition. This pre-trained model shows impressive performance on real-life face 

images. Thus, here in our work, we adopt the FaceNet architecture[23] for representing 

celebrity cartoon faces also. We use the pre-trained architecture, and train cartoon images 

of celebrities, generating distinct and deep embeddings with a triplet loss function. Which 

improves recognition accuracy. This motivated us to consider learning celebrity gender in 

cartoon images. 

2.2 Cluster Centroid-based representation  

K-Means clustering is a type of partitional clustering. Is adopted for clustering the 

celebrity cartoon faces of same gender. Hence instead of having a single larger higher 

space representation for a class, it is to have split multiple sub-higher spaces of same 

dimension. The general architecture of the cluster-based approach is shown in Figure 4. 

We recommend clustering the N1 samples of the male class into K1 clusters and the N2 

number of samples of the female class into K2 clusters using K-means clustering. The K1 

and K2 are fixed empirically by varying K under varying trails(see Fig.3.) to optimize the 

performance of the proposed gender classification method. Finally, the centroids of K1 

clusters of male class and centroids of K2 clusters of female class is considered as 

centroid based representatives for classification. 

2.3 Dimensionality Reduction  

Feature dimension is reduced by adopting subspace methods called Principal Component 

Analysis (PCA) [30] and Fisher Linear Discriminant (FLD) [29] have been used to 

preserve the most dominating projection vectors. The contribution of eigenvalues and 

eigenvectors in the literature of face recognition has created a milestone; hence in this 

study, PCA and FLD have been adopted for dimensionality reduction, which indeed 

reduces the computation burden. 

PCA: Is the Linear transformation technique. Let Y represents a linear transformation 

feature matrix mapping the function points from n-feature dimension to d-dimension, 

where d<<n, as follows:  

Zd = YTXn                                                 (1) 

In PCA, the projection Yopt is chosen to maximize the determinant of the total scatter 

matrix of the projected samples, i.e., 

Yopt = arg max|YTSTY|                                        (2) 

Where {Yi|i = 1,2, … . , d} is the set of n-dimensional projection vector corresponding to 

the d largest non-zero eigenvalues in eq. 

LDA: A class specific approach is the Fisher’s Linear Discriminant (FLD). This method 

selects the W in such a way that maximizes the ratio of the scatter between classes and 

the scatter within classes. 

i.e.., W=arg max |
WTSBW

WTSWW
|                                                (3) 

where SB is between-class scatter matrix defined as SB = ∑ Ni(xi − μ) (xi − μ)c
i=1

Tand 

Sw is within-class scatter matrix defined as SW = ∑ (xi − μ) (xi − μ)c
i=1

T where c is the 

number of class Xiand Ni is the number of samples in class Xi.. The {Wi|i = 1,2, … … . , m} 

is the set of generalization eigen vectors of SB and Sw corresponding to the m largest 

generalized eigenvalues {λi|i = 1,2, … … m}. 
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2.4 Conventional Learning Algorithms 

We have used five distinct supervised conventional learning models. In the literature, 

there are plenty of learning models used for face recognition, viz. Support Vector 

machines (SVM), K-nearest neighbor (K-NN), Decision tree (DT), Random Forest (RF), 

Gaussian Naive Bayes (GNB), (Kotsiantis, et., al 2006) and so on associated with this 

SVM with RBF kernel outperforms well in terms of classification metrics. 

 

3 EXPERIMENTATION 

3.1 Dataset 

We have evaluated our model using the existing dataset [21]. The dataset consists of 8928 

cartoon faces of 100 public celebrity figures, of which 6565 are male celebrity cartoon 

faces and 2073 are female celebrity cartoon faces, respectively. The samples that belong 

to the dataset are shown below in Figure 5. 

 

Figure5: Pictorial representation of the Samples of IIIT-CFW dataset. 

3.2 Experimental Setup and Results 

During the stage of feature extraction, the FaceNet architecture, which is suggested for 

real faces, is adapted for extracting deep features. Using this pre-trained architecture, we 

extract 128-dimensional embeddings. Subsequently, class-specific clustering is carried 

out as explained above in Section 2.2 . Here, k1 and k2 values are fixed empirically by 

varying from 2 to 50 to fix up the suitable cluster value under a varying train-test ratio see 

in figure 3. For classification, as we explain in section 2.4 explored five distinct 

classifiers. During experimentation, the dimensionality reduction has been studied by 

adding the principal components sequentially and followed by FLD. Then, the cumulative 

match characteristic is calculated from each projection vector and its results are shown 

here. 

Result Analysis of Suitable Classifiers  

Initially all samples were considered for the study. We explored the performance of 

different classifiers from Figure 6 (i-iii) under varying training and testing ratios. It’s 

noticeable that SVM with RBF kernel outperforms the other classifiers under varying 

train test ratios. This is suitable for non-linear data as it transforms data points to fit the 

hyperplane between classes. Subsequently, experimentation results are evaluated with 

different trails (T = 10). The performance of the model is evaluated using F-Measure. 
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Figure 3: Consolidated K-values under varied train and test ratio (a) for 60:40, (b) for 

70:30, and  (c) for 80:20. 

Figure 6:Performance of suitable classifiers under varying train-test ratio.(i) 60:40 train 

test ratio. (ii) 70:30 train-test ratio (iii)  80:20 train-test ratio 

  (a) 

(c) 

  (b) 

(iii) 

 (ii) 

(i) 
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Similarly, we observed that the KNN classifier performs well after choosing clustering 

representatives. By choosing the cluster representatives, we achieve a considerable 

reduction in data representation is very effective for further classification. Empirically 

studied thatfor classification of the reduced sample space the K-Nearest Neighbor 

classifier outperforms than the other classifiers. 

 

 

 

(ii) 

(i) 
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(iii) 

Figure 7: Performance results Obtain after clustering & Selection of class representative 

under varying train-test ratios.(i) 60:40 train test ratio. (ii) 70:30 train-test ratio (iii)  80:20 

train-test ratio 

It was observed that a maximum F1-score of 92.37 and an average F1-score of 90.95 

were obtained for a 60:40 train-test ratio. On the other hand, a maximum F1-score of 

92.99 and an average F1-score of 91.44 were obtained for the 70:30 train-test ratio. 

Similarly, for the 80:20 train-test ratio, a maximum F1-score of 92.16 and an average F1-

score of 91.01 were observed. Based on these results, it can be concluded that the 

centroid-based representation displays remarkable performance.Further, we reduce the 

features in feature space by LDA and PCA transformers. It is observed that a compact 

representation is achieved by reducing both the sample and feature space indeed reduce 

the computational burden.Without cluster and with cluster transformation is studied and 

evident in Table 1. 

 

4. Comparative Analyses 

To evaluate further the recommended model, a comparative study is performed in 

following two distinct folds: 

i. Across the proposed model  

ii. Against the contemporary models  

4.1 Across the proposed model  

a. To emphasize our model's performance, we initially attempted to check the 

suitability of the classifier by comparing it against other conventional classifiers. The 

performance of the classifiers is demonstrated using Figure 6(i-iii). It is evident through 

extensive experimentation. The support vector machine (SVM) with RBF kernel 

outperforms with a maximum, minimum, and average F1-Score. 

b. After applying k-means, and empirically fixing up the k-value, we explore distinct 

classifiers, and it is seen from Figure 7(i-iii) that K-NN is outperformingwith a maximum, 

minimum, and average F1-score of 92.16%, 89.46%, and 91.01%, respectively. 

c. Further, we have compared our model by feature transformation techniques such as 

Linear Discriminant Analysis (LDA) and Principal component analysis (PCA) 

performance is analyzed. It is evident in Table 1. The result without clustering is highly 

dominating than with clustering but the main objective is that we achieve both numerosity 
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and feature reduction with highly contributing samples. The results are promising.  

Table 1. Consolidated results obtained the Average and Maximum F1-score from distinct 

methods. 

Split Approach Transfor

mation  

Classifier Average 

F1-score 

Number 

of 

Features 

selected 

Classifier Maximu

m F1-

score 

Number 

of 

Features 

selected 

60:40 

Without 

Clustering 

LDA SVM 

(RBF 

Kernel) 

87.25 59 

SVM 

(RBF 

Kernel) 

86.66 123 

PCA KNN 95.69 20 KNN 96.47 75 

With 

Clustering 

LDA SVM 

(Polynomial

) 

64.85 38 

SVM 

(RBF 

Kernel) 

69.70 90 

PCA SVM 

(RBF 

Kernel) 

83.13 29 

SVM 

(RBF 

Kernel) 

92.17 43 

70:30 

Without 

Clustering 

LDA SVM 

(RBF 

Kernel) 

89.4 54 

SVM 

(RBF 

Kernel) 

91.31 124 

PCA KNN 89.76 16 KNN 95.98 85 

With 

Clustering 

LDA SVM 

(Polynomial

) 

59.62 27 

SVM 

(Polynomial

) 

70.33 81 

PCA SVM 

(RBF 

Kernel) 

84.96 30 

SVM 

(RBF 

Kernel) 

86.44 80 

 

80:20 

Without 

Clustering 

LDA SVM 

(RBF 

Kernel) 

89.96 58 

SVM 

(RBF 

Kernel) 

91.61 119 

PCA KNN 92.46 20 KNN 96.41 89 

With 

Clustering 

LDA SVM 

(Polynomial

) 

60.70 51 

SVM 

(Polynomial

) 

69.40 70 

PCA SVM 

(RBF 

Kernel) 

83.46 29 

SVM 

(Polynomial

) 

85.23 90 

4.2 Against the contemporary models  

We compared our model with existing other models to emphasize the superiority of our 

model. It is also evident from Table 2. Centroid based approach achieves F1-score of 

92.99 than the existing F1-score. 

 



1237 Centroid-Based Representation for Gender Classification Using Celebrity Cartoon Images 
 

Table2: Performance comparison of proposed model with respect to other existing models 

for gender classification using celebrity cartoon images. 

ProposedWork 

Model 

Precision Recall F1-score 

BalancingData MIN MAX MIN MAX MIN MAX 

Avg Avg Avg Avg Avg Avg 

Centroid-

BasedApproach 
90.55 93.35 88.56 92.86 88.98 92.99 NO 

ExistingWork 

HCNN 

(Jhaet.al.,2018) 
90.40 82.70 86.40 YES 

INCEPTION 

V3+SVM (Jha 

et.al.,2018) 

(2048 Features) 

 

92.70 

 

89.40 

 

91 
YES 

 

5. Conclusion 

In this paper,we made a successful attempt towards classification of gender based on the 

cluster centroids. We have adopted clustering method to group similar cartoon face 

images of the same gender.Further, for each cluster of cartoon face images, consider a 

centroid based representation. A suitable conventional classifier is studied and adapted for 

classification. The added advantage of theproposed method is that it has effective and 

efficient representation of gender cartoon faces.An extensive experimentation has been 

conducted to demonstrate the effectiveness of the proposed approach and a comparative 

study reveals that the proposed approaches superiors other existing contemporary models. 
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