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Abstract 

Predicting student grades can assist teachers and educational administrators in timely 

under-standing of students' learning situations, thereby intervening and tutoring students 

who may fail in academic tests in advance, or providing personalized academic advice 

and support. This optimizes and enhances teaching quality, promoting the transformation 

of education towards digitization and intelligence. This paper analyzes and preprocesses 

academic performance data collected during online and offline teaching, considering 

various factors affecting college stu-dents' grades, to build a dataset with 10 features and 

3102 real data entries of college students' academic performance. Based on this, a 

multilayer neural network model using feedforward neural network technology was 

constructed to predict grades in a college computer basics course, assess if students can 

pass the final exam, and the model was trained and tested with real data. Experimental 

results show that our proposed model achieved 92.15% and 90.74% accuracy on training 

and testing datasets, respectively, supporting further development of educational support 

applications.  

 

Keywords: student academic performance; neural networks; single subject grade 

prediction. 

 

1. Introduction 

Student grade prediction, also known as academic performance prediction, is one of the 

important research issues in the field of educational data mining [1-4]. The goal of 

student grade prediction is to use academic performance information and basic student 

information collected during the teaching process, or survey data, to predict students' 

future academic performance, such as course grades. In recent years, with the 

popularization and expansion of higher education in China, the number of college 

students has been increasing steadily, while the growth of the number of teachers is 

limited by various factors, leading to an imbalance in the teacher-student ratio in many 

schools [5]. This phenomenon has made classroom teaching increasingly large-scale, 

making it difficult for teachers to track and understand each student's learning situation, 

thereby leading to a decline in educational quality. For example, students failing course 

assessments can lead to consequences like retakes, repetitions, academic probation, or 

even dropout, severely affecting their academic development. In this context, the study of 

student grade prediction is of significant importance. Student grades are not only an 

important indicator for assessing academic ability but also an essential tool for schools, 

educational institutions, and governments to monitor and improve educational quality. At 
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the same time, accurate prediction of student grades has a profound impact on the fairness 

and efficiency of the educational system. By understanding students' potential 

performance in advance, educators can take early measures to provide better academic 

support, promoting their academic success. On the other hand, the uncertainty and 

variability of student grades also make it difficult for schools and education policymakers 

to make effective resource allocation and decisions. 

The goals of grade prediction vary, including predictions of individual course grades, 

overall performance, average grade point average (GPA), and course pass/fail outcomes. 

Traditional methods of student grade prediction often rely on teachers' subjective 

judgments, standardized test scores, or students' historical grades. However, these 

methods have limitations such as subjectivity and inapplicability to personalized 

predictions. Additionally, the diversity and individual differences among students make 

personalized grade prediction increasingly important. Different students have unique 

learning styles, interests, and academic needs, making a one-size-fits-all approach 

insufficient. 

With the advancement of information technology, the large-scale collection of student 

data, including learning habits, online behaviors, and social media activities, has become 

easier. This data provides a valuable resource for machine learning-based grade 

prediction. Machine learning algorithms can analyze and uncover patterns and 

correlations in this data to more accurately predict student grades. These algorithms offer 

robust personalized modeling capabilities, providing individualized grade predictions and 

suggestions based on each student's characteristics and historical performance. 

There have been numerous studies in the field of predicting student grades and academic 

performance using machine learning algorithms. For example, Cherny and others found 

that students are more fearful of statistics courses compared to other types of psychology 

lectures. They conducted a survey on 154 undergraduates using a 22-item scale 

comprising three components: perception of mathematics, perception of statistics, and 

perception of correlation. The study concluded that over a semester, perception of math 

anxiety decreased, perception of correlation increased, but the negative perception of 

math anxiety increased. This study used traditional methods for grade prediction analysis, 

but its small sample size and lack of advanced automated methods limited its efficiency 

and generalizability. 

Jia and others introduced the SNMB model to address the issue of poor accuracy in 

predicting student grades. The SNMB model, a fusion of Sequential Minimal 

Optimization (SMO) and Naive Bayes, improves prediction accuracy compared to 

Cherny's method. It predicts students' performance in professional courses based on their 

performance in compulsory courses. First, the SMO algorithm predicts academic 

performance and generates initial results; then Naive Bayes resolves any inconsistencies 

in these results; finally, it generates the final prediction for students' professional course 

grades. To validate their proposed model, they conducted extensive trials comparing 

SNMB with four alternative prediction methods. The results showed that the proposed 

SNMB model outperformed all other examined techniques. However, this method also 

has drawbacks: it relies on manually extracted student data features and is sensitive to the 

extracted features. With large data volumes, the workload for feature engineering is 

substantial. 

Wang and others conducted a discourse analysis of a 16-week internet-based chat room 

conversation in a statistical psychology course. The study showed that various topic 

categories (e.g., the total number of student comments) correlated with the class's final 

grade for the semester. Additional examination of the third-week chat room conversation 

revealed a correlation between two topic categories (i.e., student responses to questions or 

examples raised in lectures and the total number of student comments) and the class's 

final grades. They explored the implications of these findings on teachers' ability to detect 
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early warning indicators of student performance in virtual classrooms. This study also 

relied on traditional analysis methods. 

Alvin and others conducted a complete statistical test on students' learning habits and 

assignment grades on an online learning platform, determining the correlation coefficients 

between various elements and the final outcomes. Michelle and others used maximum 

likelihood estimation to evaluate the learning motivation questionnaire data of over 200 

students, identifying the correlation between various components of learning motivation 

and academic performance. Xenos and others adopted a Bayesian model to predict the 

risk of student dropout based on previous learning behavior and performance on an online 

learning platform. This study also faced issues of small sample size and difficulty in 

generalizing and applying the analysis methods. 

Existing related research often uses traditional statistical analysis methods for student 

modeling. These probability and statistical techniques frequently impose restrictions and 

assumptions on the data distribution. For example, Bayesian techniques presuppose that 

each element is independent of others. If these conditions or assumptions contradict 

reality, the prediction results will be impacted. Additionally, these processes are less 

automated and require significant manual labor. They also demonstrated that by 

examining estimated models and student-specific combination functions, they could gain 

insights into the effectiveness of teaching materials provided during courses in various 

departments. 

 

2. Selection and Analysis 

Analyzing the factors affecting student grades and using them as the basis to construct a 

predictive model is a necessary condition for developing a well-performing model. There 

are many factors influencing student grades, including social and family environmental 

factors, educational conditions, and individual student factors (such as intelligence, 

physical health, psychological aspects, and knowledge background). Our goal is to 

establish a predictive model to forecast whether students will pass the final exam of 

'College Computer Basics'. After comparing and analyzing various potential influencing 

factors and considering the cost of data collection, we collected information from 3102 

students. We selected the following 9 factors that may influence the grades in 'College 

Computer Basics' course for the grade prediction, as shown in Table 1. 

Table 1. Factors affecting performance used in this model 

Property name Meaning 
Numeric 

range 

category   

questions answered This is an indicator of student 

engagement or classroom 

participation. 

  positive 

integer 

   

online study hours This metric is used to assess the 

student's commitment to learning and 

self-study capabilities. 

Positive 

 integer 

learning 

habit 

  

weekly online hours 

computer basics  

This reflects the student's allocation 

of study time to this specific subject. 

Positive 

 integer 

learning 

habit 

  

failed other courses This is an indicator used to assess a 

student's academic performance in 

other subjects. 

 

0 or 1 

prior 

knowledge 

level 

  

failed course This directly reflects the student's 

performance in the course and is the 

 

0 or 1 

prior 

knowledge 
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target column for prediction. level 

is class leader This is an indicator to measure the 

student's leadership skills or level of 

involvement in the class. 

0 or 1 personality   

department This is used to differentiate students 

from various aca-demic fields or 

majors. 

string learning 

motivation 

  

study pressure Indicates the level of academic stress 

perceived by the student, such as 

"low," "medium," or "high.". 

High，

medium， 

low 

learning 

motivation 

  

course satisfaction This reflects the student's overall 

satisfaction with aspects such as 

course content and teaching methods. 

 

0~1 

learning 

motivation 

  

average grade previous 

courses 

This is an indicator used to assess the 

student's past aca-demic performance. 

 

0~100 

emotional 

factors 

  

 

Figure 1. Histogram of course satisfaction data  

        

Figure 2. Average grades in previous courses          

Figures 1 and 2 respectively show the survey results of students' satisfaction with the 

course and the average grades of prior courses. These graphs indicate that both sets of 

data largely follow a normal distribution, reflecting the overall satisfaction of students 

with aspects like course content and teaching methods, as well as their past academic 

performance. 
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Figure 3. Time spent by students in the "College Computer Fundamentals" course per 

week     

 

Figure 4. Whether you passed the exam of "College Computer Fundamentals" course 

Figure 3 shows the amount of time students spend weekly on the 'College Computer 

Basics' course, indicating their study habits. Figure 4 shows whether students ultimately 

passed the exam for the 'College Computer Basics' course. This indicator is the label for 

the data and the target of the neural network model's prediction. From Figure 4, it can be 

seen that the pass rate of students is around 70%. This means that our neural network 

model's accuracy must be significantly higher than 70% to be meaningful. 

Among the 10 types of data shown in Table 1, the students' department and academic 

pressure data are non-numerical and cannot be directly input into the neural network 

model. We use one-hot encoding to convert these into numerical data. After processing, 

the data comprises 21 columns, with the 'failed_course' column as the target column, 

indicating whether the 'College Computer Basics' course was passed, serving as the label 

for the data. The remaining 20 columns are feature columns, serving as inputs for the 

neural network model. 

 

3. New Prediction Model 

Based on the size of the data and empirical rules, we designed a neural network model 

with a three-layer perceptron structure. The first layer is a fully connected layer with 20-

dimensional input, including all numerical data after preprocessing, as described in 

Section 2. The output of the first layer is set to 64 dimensions, activated using the ReLU 

function. The width of the middle layer in the neural network is a hyperparameter set 

according to empirical rules; generally, a wider middle layer can handle a larger amount 

of data. Both the second and third layers use 64-dimensional data for input and output, 

where the 64-dimensional input corresponds to the 64-dimensional output of the previous 
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layer, and the 64-dimensional output is also a hyperparameter. Similarly, we use the 

ReLU function for activation in the second layer. 

The third layer of the neural network, which is the output layer, uses a 1-dimensional 

output. This is because our prediction target is whether a student can pass the 'College 

Computer Basics' course, where the outcome of not passing is represented as 1 and 

passing as 0. In other words, the output is a single data point indicating the probability of 

passing. Therefore, the dimension of the output layer is 1, and it is activated using the 

Sigmoid function. The structure of the feedforward neural network used is illustrated in 

Figure 5., as illustrated in Figure 5. 
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Figure 5. Feedforward neural network structure 

 

4. Experimental Results and Analysis  

For the experiment, we used 2326 data entries as training data and 776 as test data. The 

setup of other experimental parameters is detailed in Table 2. 

Table 2. Experimental parameter settings 

parameter name value illustrate 

Training data size 2326 The size of the training 

dataset 

Testing data size 7 76 Test dataset size 

batch 6 4 Randomly selected training 

dataset size for each batch 

e poch 500 training times 

Learning rate 0.0001 _ Learning rate used by 

gradient descent algorithm 

optimization Adam Optimizer used 

Loss function BCELoss  Use cross entropy loss 

function 

Figures 6-8 display the training results of the neural network model. Figure 6 shows the 

decline in the average value of the loss function during the training process. Figures 7 and 

8 respectively depict the changes in the model's accuracy on the training and test datasets 

as the training progresses. From these figures, it's observed that the final accuracy of the 
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model reached 92.15% on the training dataset and 90.74% on the test dataset. This 

indicates that the final model can predict with 90.74% accuracy whether a student will 

pass the 'College Computer Basics' course exam in the final test. 

The similar accuracy rates on both training and test datasets suggest that the model did 

not experience overfitting. Additionally, the accuracy did not significantly improve with 

more training iterations, indicating no underfitting occurred.4.2. Factor Selection and 

Data Augmentation. 

 

Figure 6. As the number of training times increases, the changes in the average value of 

the loss function 

 

Figure 7. As the number of training times increases, the accuracy of the model on the 

training dataset changes. 

 

Figure 8. As the number of training times increases, the accuracy of the model on the test 

dataset changes. 
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5. Conclusions 

Long Short-Term Memory (LSTM) networks can effectively process time-series data. 

The feedforward neural network model demonstrated effective data fitting and suitability 

for handling student grade prediction issues. Our three-layer neural network model, 

designed to predict whether students can pass the 'College Computer Basics' exam, 

achieved accuracies of 92.15% and 90.74% on the training and test sets, respectively. 

This model allows teachers to anticipate student performance, take early measures for 

students at risk of failing, and provide better academic support to promote their academic 

success. A limitation of this model is its inability to predict specific scores, only pass/fail 

outcomes. Future work involves using more complex neural network models for 

regression predictions, offering more effective academic support for teachers, students, 

and educational administrators. 
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