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Abstract 

A documentary review was carried out on the production and publication of research 

papers related to the study of the Natural Language Processing Algorithm variable. The 

purpose of the bibliometric analysis proposed in this document was to know the main 

characteristics of the volume of publications registered in the Scopus database during the 

period 2017–2022 by Latin American institutions, achieving the identification of 539 

publications. The information provided by this platform was organized through graphs 

and figures, categorizing the information by Year of Publication, Country of Origin, Area 

of Knowledge and Type of Publication. Once these characteristics have been described, 

the position of different authors on the proposed topic is referenced through a qualitative 

analysis. Among the main findings made through this research, it is found that Brazil with 

223 publications with the highest scientific production registered in the name of authors 

affiliated with institutions in that country. The Area of Knowledge that made the greatest 

contribution to the construction of bibliographic material related to the study  of the 

Natural Language Processing Algorithm was Computer Science  with 450 published 

documents, and the most used Publication Type during the period indicated above were 

Conference Articles with 57% of the total scientific production.  
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1. Introduction 

In the era of globalization where the world is increasingly turning to digitalization, the 

sheer scale of volumes of texts generated every day presents great opportunities and 

challenges for police department agencies and respective security organizations for 

different countries. The furor of social networks, online forums and messaging 

applications has been the bridge in breaking the boundaries in illicit activity, where 

people with nefarious intentions use these applications to be able to commit crimes 

through the use of written messages. Detecting and encrypting these messages for 

criminal purposes has become a priority for law enforcement agencies and police 

departments in order to minimize cybercrime, terrorism, and extortion.  
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The natural language processing formed by artificial intelligence algorithms has played a 

formidable role in the fight against these types of threats executed for criminal purposes. 

Natural language processing is a subfield of new technologies that has as its epicenter the 

interactions that humans have with computers with natural cognitive language. This 

subfield that offers these cutting-edge technologies allows computers to execute, 

understand, and interpret human language, providing an invaluable resource for the 

classification and analysis of textual data. As the prevalence of digital communication 

grows, so does the need for innovative NLP algorithms that can assist law enforcement 

and law enforcement agencies in identifying and categorizing criminal messages. 

The functionality of this text is to present applications of advanced algorithms offered by 

natural language processing provided by artificial intelligences, which has been 

developed in order to classify criminal messages in a faster and more effective way. 

These security and surveillance tools run by artificial intelligence algorithms have the 

potential to overpower cybersecurity on a large scale. By harnessing the power of 

machine learning techniques and cutting-edge linguistic analysis, it aims to equip 

authorities with the ability to quickly and accurately identify and respond to criminal 

threats in the digital sphere. 

In this comprehensive overview, we'll delve into the various components of these 

criminal cybersecurity applications, their underlying architecture, and the methods they 

employ to classify criminal messages. We will also explore its real-world applications, its 

role in risk mitigation, and the ethical considerations associated with its use. 

In this context, the development of these applications underscores the pressing need to 

bridge the gap between rapidly evolving communication technologies and law 

enforcement capabilities. As digital communication continues to shape the landscape of 

criminal activity, it is essential that the authorities in charge of ensuring cybersecurity 

have the necessary knowledge to be able to quickly combat the threats present in this 

globalized society.  This introduction reflects how a guide is essential to understand and 

take advantage of the capabilities of these applications offered by artificial intelligence 

taken hand in hand with natural language processing, which offers a vision of its potential 

to make our digital world a safer place. For this reason, this article seeks to describe the 

main characteristics of the compendium of publications indexed in the Scopus database 

related to the Natural Language Processing Algorithm variables. Such as the description 

of the position of certain authors affiliated with institutions, during the period between 

2017 and 2022.  

 

2. General Objective  

To analyze, from a bibliometric and bibliographic perspective, the preparation and 

publication of research papers in high-impact journals indexed in the Scopus database on 

the Natural Language Processing Algorithm variable during the period 2017-2022 by 

Latin American institutions. 

 

3. Methodology 

This article is carried out through a research with a mixed orientation that combines the 

quantitative and qualitative method. 

On the one hand, a quantitative analysis of the information selected in Scopus is carried 

out under a bibliometric approach of the scientific production corresponding to the 

Natural Language Processing Algorithm study. On the other hand, examples of some 

research works published in the area of study mentioned above are analyzed from a 

qualitative perspective, based on a bibliographic approach that allows describing the 

position of different authors on the proposed topic. It is important to note that the entire 
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search was carried out through Scopus, managing to establish the parameters referenced 

in Figure 1.  

3.1. Methodological design  

 Figure 1. Methodological design 

Source: Authors' own creation 

3.1.1 Phase 1: Data collection 

Data collection was carried out from the Search tool on the Scopus website, where 539 

publications were obtained from the following filters:   

TITLE-ABS-KEY ( natural AND language AND processing AND algorithm ) AND 

PUBYEAR > 2016 AND PUBYEAR < 2023 AND ( LIMIT-TO ( AFFILCOUNTRY , 

"Brazil" ) OR LIMIT-TO ( AFFILCOUNTRY , "Mexico" ) OR LIMIT-TO ( 

AFFILCOUNTRY , "Colombia" ) OR LIMIT-TO ( AFFILCOUNTRY , "Ecuador" ) OR 

LIMIT-TO ( AFFILCOUNTRY , "Chile" ) OR LIMIT-TO ( AFFILCOUNTRY , 

"Argentina" ) OR LIMIT-TO ( AFFILCOUNTRY , "Peru" ) OR LIMIT-TO ( 

AFFILCOUNTRY , "Cuba" ) OR LIMIT-TO ( AFFILCOUNTRY , "Uruguay" ) OR 

LIMIT-TO ( AFFILCOUNTRY , "Costa Rica" ) OR LIMIT-TO ( AFFILCOUNTRY , 

"Venezuela" ) OR LIMIT-TO ( AFFILCOUNTRY , "Honduras" ) OR LIMIT-TO ( 

AFFILCOUNTRY , "Puerto Rico" ) OR LIMIT-TO ( AFFILCOUNTRY , "Panama" ) OR 

LIMIT-TO ( AFFILCOUNTRY , "Guatemala" ) OR LIMIT-TO ( AFFILCOUNTRY , 

"Bolivia" ) 

▪ Published documents whose study variables are related to the study of the Natural 

Language Processing Algorithm variable. 

▪ Limited to the period 2017-2022. 

▪ Limited to Latin American countries. 

▪ Without distinction of area of knowledge. 

▪ No distinction of type of publication. 

3.1.2 Phase 2: Construction of analytical material 

The information collected in Scopus during the previous phase is organized and then 

classified by graphs, figures and tables as follows:  

▪ Co-occurrence of words. 

▪ Country of origin of the publication. 

▪ Area of knowledge. 

▪ Type of publication. 

3.1.3 Phase 3: Drafting of conclusions and outcome document 

In this phase, the results of the previous results are analysed, resulting in the 

determination of conclusions and, consequently, the obtaining of the final document.  

 

PHASE 1

Data collection

PHASE 2

analysis of data

PHASE 3

document writing
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4. Results  

4.1 Co-occurrence of words 

 Figure 2 shows the co-occurrence of keywords found in the publications identified in the 

Scopus database. 

 

Figure 2. Co-occurrence of words 

Source: Authors' own elaboration (2023); based on data exported from Scopus. 

Natural Language Processing was the most frequently used keyword within the studies 

identified through the execution of Phase 1 of the Methodological Design proposed for 

the development of this article. Learning Systems is among the most frequently used 

variables, associated with variables such as Sentiment Analysis, Social Networks, 

Supervised Learning, Semantics, Information Systems, Extraction, Embeddings, Named 

Entity Recognition. From the above, it is striking, we must always consider the ethical 

implications of the use of NLP for the classification of criminal messages. It is critical to 

ensure privacy, prevent bias, and address concerns related to surveillance. Careful 

consideration of text preprocessing techniques, feature selection, and dimensionality 

reduction plays a crucial role in the algorithm's performance. Balancing model accuracy 

and retrieval is essential to minimize false positives and false negatives. Transitioning 

from a research project to practical implementation in real-world scenarios requires 

collaboration with law enforcement agencies, legal experts, and policymakers. The 

algorithm must be integrated into existing systems and comply with relevant regulations 

and laws. 

4.2 Distribution of scientific production by year of publication 

 Figure 3 shows how scientific production is distributed according to the year of 

publication.  
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Figure 3. Distribution of scientific production by year of publication. 

Source: Authors' own elaboration (2023); based on data exported from Scopus 

Among the main characteristics evidenced through the distribution of scientific 

production by year of publication, the number of publications registered in Scopus was in 

2022, reaching a total of 141 documents published in journals indexed on this platform. 

This article (an extension of our MSR 2020 article) introduces a library called AIMMX 

for extracting AI model metadata from software repositories to enhanced metadata that 

conforms to a flexible metadata schema. We evaluated AIMMX against 7998 open-source 

models from three sources: model zoos, arXiv AI articles, and next-generation AI articles. 

We also explore how AIMMX can enable studies and tools to advance engineering 

support for AI development. As preliminary examples, we present an exploratory analysis 

of the reproducibility of data and methods about the models in the evaluation dataset and 

a catalog tool for discovering and managing models. We also demonstrate the flexibility 

of extracted metadata by using the evaluation dataset in an existing natural language 

processing (NLP) analytics platform to identify trends in the dataset. Overall, we hope 

that AIMMX will encourage research towards better AI development.(Tsay, 2022) 

4.3 Distribution of scientific output by country of origin 

 Figure 4 shows how scientific production is distributed according to the country of origin 

of the institutions to which the authors are affiliated.  
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Figure 4. Distribution of scientific production by country of origin. 

Source: Authors' own elaboration (2023); based on data provided by Scopus. 

Within the distribution of scientific production by country of origin, the registrations from 

institutions were taken into account, establishing Brazil as the country of this community, 

with the highest number of publications indexed in Scopus during the period 2017-2022, 

with a total of 223 publications in total. In second place, Mexico with 125 scientific 

papers, and Colombia occupying the third place presenting to the scientific community, 

with a total of 49 documents among which is the article entitled "RastrOS Project: 

Contributions of Natural Language Processing to the Development of an Eye Tracking 

Corpus with Predictability Standards for Brazilian Portuguese" This article presents 

RastrOS,  a new eye-tracking corpus of eye movement data from university students 

during the silent reading of paragraphs of texts in Brazilian Portuguese (BP). The article 

shows the potential of the corpus for natural language processing (NLP) by using it to 

evaluate the task of predicting sentence complexity in BP and also focuses on the 

description of the NLP resources and methods developed to create the corpus. 

Specifically, we present: (i) the method used to select corpus paragraphs from large 

corpora, using linguistic metrics and clustering algorithms; (ii) the platform for collecting 

the Cloze test, which is also responsible for creating the project's datasets, and (iii) the 

hybrid method of semantic similarity, based on word embedding models and 

contextualized word representations, used to generate semantic predictability norms. 

RastrOS can be downloaded from the Open Scientific Framework repository with the 

computational infrastructure mentioned above. (Leal, 2022) 

4.4 Distribution of scientific production by area of knowledge 

 Figure 5 shows the distribution of the  elaboration of scientific publications based on the 

area of knowledge through which the different research methodologies are implemented. 
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Figure 5. Distribution of scientific production by area of knowledge. 

Source: Authors' own elaboration (2023); based on data provided by Scopus 

Computer Science was the area of knowledge with the highest number of publications 

registered in Scopus with a total of 450 documents that have based its methodologies 

Natural Language Processing Algorithm. In second place, Mathematics with 159 articles 

and Engineering in third place with 135. The above can be explained thanks to the 

contribution and study of different branches, the article with the greatest impact was 

registered by Computer Science entitled "Prediction of interaction design patterns to 

design explicit interactions in ambient intelligence systems: a case study" the present 

article aims to present a UIPatternM model to predict interaction design patterns from the 

processing of text-based requirements through machine learning algorithms. We 

evaluated the predictions of our proposal. We also present a case study with professional 

designers who evaluated the UIPatternM recommender's predictions according to a set of 

design-level requirements that emulate everyday needs. Our participants performed a set 

of scenario-based tasks and we evaluated participants using effectiveness, efficiency, and 

satisfaction as performance metrics. The application of the UIPatternM model helped 

support the conception and refinement of UI design for explicit interaction in AmI 

systems. (Silva-Rodríguez, 2022) 

4.5 Type of publication 

In the following graph, you will see the distribution of the bibliographic finding 

according to the type of publication made by each of the authors found in Scopus.  
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Figure 5. Type of publication. 

Source: Authors' own elaboration (2023); based on data provided by Scopus. 

The type of publication most frequently used by the researchers referenced in the body of 

this document was the one entitled Session Paper with 57% of the total production 

identified for analysis, followed by D Journal Articles with 38%. Chapter of the Book are 

part of this classification, representing 3% of the research papers published during the 

period 2017-2022, in journals indexed in Scopus. In this last category, the one entitled 

"Sociolinguistic repositories as an asset: challenges and difficulties in Brazil" stands out. 

This article aims to provide a context for documentation in Brazilian Portuguese language 

and its data collection to establish linguistic repositories from a sociolinguistic 

perspective. Design/methodology/approach: The main sociolinguistic projects that have 

generated data collections on the Portuguese language of Brazil are presented. Findings: 

The comparison with another situation of repositories (seed vaults) and with the 

accounting concept of assets is evoked to map the challenges to be overcome when 

proposing a standardized and professional linguistic repository to house the linguistic 

data collections arising from reported projects and others, in accordance with the 

principles of the open science movement. Originality/value: Thinking about the 

sustainability of projects to build linguistic documentation repositories, alliances with the 

area of information technology, or even with private companies, could minimize the 

problems of obsolescence and safeguarding of data, by promoting the circulation and 

automation of analysis through natural language. Processing algorithms. These planning 

actions can help promote the longevity of the linguistic documentation repositories of 

Brazilian sociolinguistic research.(Meister Ko. Freitag, 2022) 

 

5. Conclusions 

Through the bibliometric analysis carried out in this research work, it was possible to 

establish that Brazil was the country with the highest number of published records for the 

Natural Language Processing Algorithm variables. With a total of 223 publications in the 

Scopus database. In the same way, it was possible to establish that the application of 

theories framed in the area of Computer Science, were used more frequently in the 

development of a natural language processing algorithm which has the functionality of 

being able to encode and classify messages for criminal purposes, which represents an 

important advance for the field of law enforcement and crime prevention. This 

technology has the potential to revolutionize the way we identify, track, and respond to 

criminal activity, making our communities safer. It is important to highlight several 
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factors that natural language processing presents, which we find the pre-processing of 

texts executed by artificial intelligence algorithms for the purpose of more automatic 

learning, this with the creation of a much more solid classification system of messaging 

applications. The acceptance of the algorithm when it comes to distinguishing the 

criminal messages executed by cybersecurity has the potential for the police department 

and the other watchdog to be able to comply with the law and the security professionals 

to be able to radically combat activities for the purposes of extortion and illegality.  

Considering the quality and quantity of data, we have emphasized the importance of high-

quality training data and the need for a substantial volume of criminal and non-criminal 

messages to train an effective model. An extensive, well-labeled dataset is essential for 

the accuracy and generalizability of the algorithm.  Rigorous evaluation methods, such as 

cross-validation, metrics such as accuracy, precision, retrieval, and F1 score, are critical 

to evaluating the algorithm's performance and ensuring that it meets the desired goals. 

Finally, the development and implementation of a natural language processing algorithm 

for the classification of criminal messages has the potential to improve the efficiency and 

effectiveness of security and law enforcement efforts. It represents a valuable tool in the 

fight against crime, while underlining the importance of responsible and ethical use of 

NLP technology. Further research and collaboration with experts in the field will be 

crucial to refine and optimize the algorithm for real-world application. 
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