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Abstract 

The increasing tendency of conversational artificial intelligence (CAI) has raised curiosity 

among media industries globally about its transformational ability to automate newsrooms. 

Similarly, in Pakistan, media professionals have started to explore the practicality of CAI for 

automating newsroom functions. This study examines the importance of CAI adoption in 

Pakistani media through a structured survey of 202 media professionals working in various 

forms of4 media across Pakistan—such as print, television, radio, and digital media—to collect 

data the study focuses on how CAI is used to automate core processes such as news gathering 

and audience engagement and the challenges of implementing CAI technologies. The findings 

of the study reveal that newsrooms are using CAI mainly through chatbots, which has generally 

improved efficiency and productivity in the newsroom. Along with these benefits, significant 

ethical concerns are also raised, primarily with data privacy and the potential for algorithmic 

bias. In addition, several challenges associated with infrastructure and a demand for a greater 

number of specialized skills are continuous issues for the broader implementation of CAI. 

These findings underscore the need for a strategic approach to integrating CAI that prioritizes 

not just operational advantages but also ethical and infrastructural needs. 

Keywords: Newsroom Automation, Conversational Artificial Intelligence, Survey Research, 

Media, Pakistan.  

Introduction 

The global media industries are rapidly transforming by conversational artificial intelligence 

(CAI). This powerful new technology enables media industries to automate essential 

operations, from news gathering to content creation and audience engagement. The latest CAI-

powered bots and systems have already begun to deliver the first clear benefits of their use in 

real-world newsrooms: increased efficiency and, thanks to better data and human input, far 

more personalized content for users. In the United States and elsewhere, major news 

organizations (like the Washington Post and Reuters) have been at the forefront of pushing CAI 

into the real world. So far, their experience with the technology has been a success story—one 

 
1 Research Scholar in the Department of Communication and Media Studies, University of Sargodha, Pakistan. 
2 Chairman and Associate Professor in the Department of Communication and Media Studies, University of Sargodha, Pakistan, 

can be reached at mudassar.hussain@uos.edu.pk 
3 Assistant Professor in the Department of Communication and Media Studies, University of Sargodha, Pakistan, can be reached 
at saima.kausar@uos.edu.pk 

 

mailto:saima.kausar@uos.edu.pk


Laraib Liaqat et al. 369 

 

Migration Letters 

that could very well serve as a model for using CAI in the Pakistani media when it can finally 

overcome hurdles like a lack of infrastructure and a skilled workforce. 

In Pakistan, the adoption of CAI in media is somewhat fledgling, with some news media 

industries working with AI to innovate on personalizing content and audience engagement. 

Regardless, those media organizations looking to integrate AI to a greater extent face 

significant challenges, such as ethical considerations related to bias, accountability, and data 

privacy. The most problematic is the on-the-ground introduction of new technologies into 

media organizations, which Pakistan's complex socio-political atmosphere hinders. This article 

sheds light on the current state of the adoption of conversational artificial intelligence (CAI) in 

Pakistan's newsrooms through a quantitative analysis. Using survey data collected from media 

professionals showcases the opportunities and obstacles in automating newsrooms. This study 

takes an in-depth look at how artificial intelligence can transform the journalism landscape in 

Pakistan and focuses on empirical data to evaluate the degree of CAI integration and its possible 

effects on the media sector. 

Literature Review 

A Global Overview of Conversational AI in Journalism 

The modern newsroom has become home to many automated journalistic processes. 

Conversational artificial intelligence (CAI), a form of automation that appears everywhere 

across the digital economy and new media landscape, has found an audience in the media sector 

and is quickly becoming a tool of choice for automating fundamentally journalistic tasks 

(Beckett, 2019). According to Adamopoulou and Moussiades (2020), newsrooms improve 

productivity and optimize processes using tools like voice assistants, chatbots, and AI-driven 

analytics. Global media companies (like Reuters and The Washington Post) have effectively 

employed CAI to provide financial reports, tailored content for consumers, and real-time news 

updates, reduce costs, and increase operational efficiency. These executions demonstrate how 

CAI can handle massive quantities of content generation with very little human assistance 

(Torrijos, 2019). 

In contrast, the adoption of CAI has progressed very slowly in Pakistan. Several media 

organizations are just now starting to play with AI in their pipeline—automating various 

aspects of the content creation process. Noor and Zafar (2023) note that the most sophisticated 

use of AI in Pakistan has been audience engagement and content personalization tasks. Despite 

increased interest, major obstacles remain due to inadequate infrastructure and a shortage of 

qualified personnel (Jamil, 2021). Our study aims to explore the phenomenon of AI in media, 

focusing specifically on the Pakistani context. We survey media professionals to gauge the 

current state of AI implementations in newsrooms and identify barriers to its wider adoption. 

CAI and Newsroom Automation 

Artificial intelligence (AI) is leading the global shift towards newsroom automation. News 

organizations worldwide are increasingly turning to AI to help them manage the repetitive tasks 

that have long consumed the time and energy of human journalists. One of the most notable 

instances of conversational artificial intelligence, or CAI, is automated journalism. In this case, 

AI systems produce news stories from structured data that is clearly organized and easily 

accessible, such as that found in sports results and financial reports (Carlson, 2018). 

Using these technologies, media companies can boost efficiency, reduce operating expenses, 

and free up media professionals to work on more complicated and creative projects. 
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On the other hand, automated journalism is still in its infancy in Pakistan. Most media outlets 

use computer-assisted journalism for basic tasks, like providing answers to FAQs and keeping 

up with real-time updates through chatbots (Noor & Zafar, 2023). The data gathered for this 

study show that there is an interest in CAI’s ability to take on tasks in the newsroom. However, 

the technological backbone for going any further is mostly nonexistent. That makes cautious 

media professionals more interested in using smaller-scale applications of CAI than in fully 

automated systems. 

Using CAI in the Distribution and Production of News 

The multifaceted CAI technologies can be employed in journalism, including news production 

and distribution. Chief among their current applications in newsrooms is "automated news 

generation." While some have viewed this as a threat to journalism, we see it as an opportunity 

to achieve diverse journalism. Indeed, according to the International Federation of Journalists, 

"AI can enable journalists to save time, monitor large datasets, and tell stories in new ways." 

(Caswell, 2023) At the same time, media outlets can now personalize their content delivery to 

the user. They can serve the user news that is better timed, formatted, and more relevant to the 

user's stated or inferred preferences (Powers, 2017). 

The personalized content delivery system is now moving into the Pakistani media, especially 

in digital media outlets. Pakistan's AI-powered media houses use algorithms to serve the 

audience better. They recommend articles based on their previous reading patterns that aim to 

increase engagement—read, watch, and listen more, especially among younger audiences 

(Jamil, 2021). Nevertheless, worries about AI-driven personalization's long-term consequences 

remain, including the possibility of echo chambers being reinforced when users are constantly 

exposed to content confirming their opinions (Pariser, 2011).  

Pakistani Media's Adoption of CAI Faces Obstacles 

Although it holds promise, CAI adoption in the media of Pakistan faces many of the same 

challenges that come with technological change. Our media organizations need several 

necessary components of technological infrastructure, rendering them incapable of realizing 

the vision of large-scale AI use within their sector (Jamil, 2021). According to the survey data, 

media experts see the expense of AI systems and the need for consistent internet access as big 

obstacles to overcome if they desire to adopt these technologies. There is a substantial contrast 

here between better-funded international media and the rooms of contemporary Pakistani 

newsrooms, which work with fewer resources and so can only be expected to invest in AI, 

much less underwrite its development partially. 

Moreover, the skills gap between media personnel and the effective use of CAI among these 

professionals in Pakistan limits the potential for CAI to be fully realized. Automating the tasks 

of a newsroom using artificial intelligence is possible. However, it does not rid the newsroom 

of people—the people are still necessary for the oversight that guarantees the automation is 

working properly and that the work is accurate and high-quality. Also, the ethics of the human-

level decision-making required to use CAI for journalistic purposes cannot be ignored (Yasin, 

Iqbal, & Islam, 2021). 

Journalism and Ethical Significance of CAI 



Laraib Liaqat et al. 371 

 

Migration Letters 

With the increasing integration of conversational artificial intelligence (CAI) into news 

organizations, the ethical issues of bias, transparency, and accountability are moving to the 

forefront. The CAI systems that news organizations are beginning to use rely on huge datasets 

to produce content. They generate that content by imitating human styles of expression (Latar, 

2015). However, the quality of the output is contingent on the quality of the dataset being fed 

to the output layer. That's an inescapable fact (Montal & Reich, 2017). Data collected from 

Pakistani media professionals indicate that ethical issues are important to them, especially 

regarding privacy and transparency. Media professionals believe these kinds of ethical 

concerns could influence the adoption of CAI. 

In Pakistan, data privacy is a highly urgent issue. Many content-aware intelligent systems 

depend on collecting and analyzing user data to render a personalized user experience. 

However, Pakistan's data protection regime is still in its infancy, and media professionals have 

expressed concern that user data could be misused (Jamil, 2020). It's vital to deal with these 

ethical problems if Pakistan's newsrooms incorporate CAI responsibly and without sacrificing 

the fundamental principles of journalism. 

Methodology 

This study employed a quantitative approach - a structured survey of 202 professionals working 

in various forms of media across Pakistan such as print, television, radio, and digital media to 

collect data. The survey used a Likert scale to allow for the quantifying of the respondents' 

attitudes toward conversational AI. Specifically, the survey was designed to gauge the media 

professionals' level of familiarity with conversational AI tools - the frequency of adoption in 

their respective work environments, and their perceived impacts of these tools on various forms 

of efficiency in their work of particular interest were any ethical issues surrounding CAI that 

the professionals might have felt were significant, such as data privacy and bias. 

Findings and Analysis 

The Rate of CAI adoption among Pakistani newsrooms 

Table 1 Organization Adopted CAI Technologies 

 

 Frequency Per cent Valid Percent 

Cumulative 

Percent 

 Yes 118 58.4 58.4 58.4 

No 38 18.8 18.8 77.2 

In Progress 46 22.8 22.8 100.0 

Total 202 100.0 100.0  

Table 1 portrays that 58.4% of respondents indicated that their organizations have already 

adopted CAI technologies. A smaller group, 22.8%, stated that their organizations are in the 

process of adopting these technologies. The remaining 18.8% said their organizations have yet 

to adopt CAI technologies. In total, 81.2% of the respondents emphasize that a large share of 

media organizations have either adopted or are currently implementing CAI technologies, 

which speaks to the rising significance of AI in the media sector. 

Survey findings show that 58.4% of individuals from Pakistani media organizations have taken 

on some form of conversational artificial intelligence (CAI) technology in their newsrooms. 

The go-to tool among these organizations appears to be the chatbot, with 67.3% of the 

participants indicating that they use it for tasks such as "news gathering, content delivery, and 
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audience engagement." Despite the promise of CAI, large-scale automation in newsrooms 

remains limited. Media professionals have expressed several reasons for this. First and 

foremost, they emphasized their desire not to put everything on autopilot. Instead, many see 

CAI as a beneficial but cautious step toward larger-scale automation that can ease the burden 

on journalists, especially in the TV and digital media industries. The findings suggest that 

Pakistani newsrooms adopt conversational artificial intelligence (CAI). However, the 

applications of CAI are mostly limited to simple jobs, such as audience interaction and basic 

automated content generation. Results indicate a gradual integration of CAI into Pakistani 

media and a significant opportunity for media outlets to boost their use of CAI to the next level 

and see some real benefits. 

CAI's Impact on Workflow Efficiency and Job Satisfaction 

Pearson Correlation Results between CAI Integration, Workflow Efficiency, and Workflow 

Alterations Among Media Professionals 

Table 2 Pearson Correlation Analysis 

  

CAI Tools 

Improve 

Workflow 

Efficiency 

Impact of 

CAI on 

Workflow 

Workflow 

Alteration 

Processes 

Due to CAI 

Adoption 

CAI Tools Improve 

Workflow Efficiency 

Pearson 

Correlation 
1   

 Sig. (2-tailed)    

Impact of CAI on 

Workflow 

Pearson 

Correlation 
.375** 1  

Sig. (2-tailed) .000   

Workflow Alteration 

Processes Due to CAI 

Adoption 

Pearson 

Correlation -.055 -.148* 1 

 Sig. (2-tailed) .440 .036  

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 

The information collected from the survey shows that CAI technologies affect workflow 

efficiency. A significant majority of 74.8% of the media professionals who participated in this 

research believe the use of CAI tools has improved the efficiency of their organizations, 

especially for routine tasks, such as monitoring the news and checking facts. Table 2 illustrates 

the correlation coefficient between "CAI tools improve workflow efficiency" and "impact of 

CAI on workflow," which is 0.375. This means there is a positive correlation between these 

variables. We can infer from this finding that it has statistical significance (p =.000).  

Moreover, 63.9% of those surveyed mentioned that their job satisfaction had increased since 

implementing CAI. This correlation makes sense; when media professionals use automation to 

handle repetitive tasks, they devote more time to the important work of investigative journalism 

and editorial creativity and spend less on the struggle of daily journalism. The study 

participants said they felt much more satisfied with their jobs since adopting the new automated 

CAI methods they had not previously utilized. They thought that the new methods did not make 

them feel like "robots" and that the methods allowed them to still be creative and innovative 
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within their reported frameworks. The results indicate that adopting CAI leads to greater 

productivity and more satisfying work lives for journalists and media professionals, as it diverts 

their attention from struggle to the more elevated aspects of their jobs. 

 

Figure 1: Opportunities for CAI adoption in Pakistani newsrooms 

Adoption Challenges for CAI 

Linear Regression Results between organization-adopted CAI Technologies, Pace of 

Technological Advancements, and Automated News Gathering 

Table 3 Regression Analysis 

 

Model R R Square Adjusted R Square 

Std. Error of the 

Estimate 

1 .292a .085 .076 .54120 

a. Predictors: (Constant), Pace of Technological Advancements, Organization Adopted CAI 

Technologies 

According to the regression analysis in Table 3, implementing CAI technology within a news 

organization describes only 8.5% of the variance in the automated news-gathering process (R² 

= 0.085). The table suggests that independent variables, i.e., "organization adopted CAI 

technologies" and "Pace of technological advancements," have some impact on adopting 

"automated news gathering," but clearly, their effect is modest. While the speed of 

technological progress also affects the implementation of automated systems, its influence is 

not nearly as significant as its impact on adopting CAI. 
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Table 4 portrays the ANOVA results with a p-value of 0.000, less than 0.05. As a result, we 

assert that the independent variables, i.e., "Pace of technological advancements" and 

"Organization adopted CAI technologies," have a significant relationship with the dependent 

variable, i.e., "Automated news gathering." This indicates that the speed at which technological 

advancements are occurring and the extent to which an organization has adopted CAI 

technologies significantly impact the adoption of automated news gathering in Pakistani 

newsrooms. 

 

Table 5 portrays the coefficients' results. It indicates that adopting CAI technologies within an 

organization positively and significantly affects the likelihood of adopting automated news 

gathering, with a beta of 0.242. In contrast, the pace of technological change has a slight 

negative effect (a beta of -0.162) on the same outcome. In general, embracing CAI technologies 

contributes substantially to increased news production automation. In contrast, the current 

speed of technological change affects this process in a reverse, modest manner.  

Regardless, the regression analysis illuminates the influence of innovation and CAI adoption 

on automated news gathering. However, the dream of fully implementing CAI in the news 

business faces broader, more serious obstacles, such as ethical problems, the privacy of the 

data, and infrastructure limitations. The most significant is concern about the ethics of using 

AI in journalism. Nearly half—about 44.6%—of those surveyed say this is a primary concern. 

Journalists and the organizations they work for are vested in being ethical and in the public's 

trust. Giving artificial intelligence systems the authority to decide what content is produced and 

Table 4 ANOVA Results 

 

Model 

Sum of 

Squares df 

Mean 

Square F Sig. 

1 Regression 5.436 2 2.718 9.280 .000b 

Residual 58.287 199 .293   

Total 63.723 201    

a. Dependent Variable: Automated News Gathering 

b. Predictors: (Constant), Pace of Technological Advancements, 

Organization Adopted CAI Technologies 

Table 5 Coefficients 

 

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients 

T Sig. B Std. Error Beta 

1 (Constant) 1.319 .142  9.272 .000 

Organization Adopted 

CAI Technologies .164 .046 .242 3.564 .000 

The pace of 

Technological 

Advancements 

-.095 .040 -.162 -2.391 .018 

a. Dependent Variable: Automated News Gathering 
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which humans are deemed relevant enough to receive a certain type of content could easily 

cross many lines. 

In addition, 71.3% of clarity-seeking respondents expressed not just the desire but the necessity 

for establishing ethical guidelines to oversee the almost unfettered use of AI in today's 

newsrooms. These guidelines are deemed vital to ensure transparency, safeguard the privacy 

of data, especially concerning individuals' personal, private, and secret communications and 

transactions, and regulate the use of AI in making decisions for which humans in authority 

would be responsible. 

Beyond ethical issues, infrastructure problems pose the biggest barrier to the adoption of CAI, 

and those problems are most acute in smaller media companies. Slightly more than half of all 

respondents (58.4%) said that inadequate infrastructure and other tech limitations made it 

impossible for them to adopt CAI. The high cost of integrating AI technologies and the 

unsatisfactory internet access that could be expected in those regions were constraining factors, 

especially in the country's less technologically developed areas. 

 

Figure 2 Challenges of CAI adoption in Pakistani newsrooms 

Comparisons with Global Trends 

When the findings of this research are set against an international backdrop, they show that the 

media companies in Pakistan are still in the nascent stages of AI development. By contrast, 

media organizations in more developed parts of the world, like the United States and Europe, 

have adopted these next-generation technologies at a much larger scale. To illustrate this point, 

well-known international news organizations such as The Washington Post and Reuters already 

use AI almost ubiquitously in their newsrooms—for real-time updates, for example, and for 

tailoring the news to their audiences. 

On the other hand, the news media in Pakistan are mainly concerned with the rudimentary 

applications of conversational artificial intelligence, like chatbots and automated systems for 

monitoring the news. This difference between the global and Pakistani media can be attributed 
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mainly to our tech limitations and the absence of any CAI governance framework in Pakistan. 

To fully realize the potential of conversational AI, Pakistani media will have to address these 

issues. 

Discussion 

This study comprehensively analyzes the current state of conversational artificial intelligence 

(CAI) use in Pakistani newsrooms. The research shows that more than half (58.4%) of media 

professionals have started using CAI technologies, mostly chatbots, for news gathering and 

audience engagement. The most powerful aspect of CAI for media professionals is workflow 

efficiency. Some 74.8% of the media professionals who responded to the survey report that 

they have experienced improvements in the efficiency of their operations since they started 

using CAI. Even more (63.9%) say they are satisfied with their jobs. 

Despite the benefits of Conversational artificial intelligence (CAI), several serious difficulties 

prevent its widespread implementation in Pakistan. Over half of the people, we surveyed 

(58.4%) pointed to insufficient infrastructure as a major problem. This is especially true for 

smaller media companies that have both limited access to the technology needed to use more 

sophisticated AI systems and a hard time coming up with the money to make more 

sophisticated systems accessible, as well (Tessem, Tverberg, & Borch, 2024). Alongside these 

infrastructural obstacles, ethical issues about data privacy and algorithmic bias pose significant 

problems for adopting CAI. Nearly half of the survey respondents (44.6%) were worried about 

how AI systems manage sensitive data—for instance, the sort of user information that might 

be collected through a chatbot. Yet, with data protection laws barely established, Pakistani 

media organizations need a clear plan to secure the data they collect or to ensure the data's 

privacy (Yasin, Iqbal, & Islam, 2021). 

Similarly, an urgent problem, which is algorithmic bias, remains to be solved. AI can only be 

as fair and balanced as the data it relies on for training (Wölker & Powell, 2021). A country 

with a varied social and political landscape does not guarantee fair and balanced data. The 

concern is that AI might produce unfair and inaccurate results (Ali & Hassoun, 2019). 

Pakistan's Media outlets must be active in addressing these ethical challenges in numerous 

ways. First and foremost, Ethical guidelines that control AI usage in journalism must be 

established. These rules must protect algorithmic transparency, preserve data privacy, and stop 

biased reporting. Media associations can keep up with public confidence in artificial 

intelligence's created content by characterizing ethical guidelines (Illia, Colleoni, & 

Zyglidopoulos, 2023). Furthermore, algorithmic transparency is fundamental, and newsrooms 

should be open about how artificial intelligence (AI) frameworks operate, what information 

they utilize, and how choices are made (Cools & Koliska, 2024). To ensure fair and accurate 

news production, frequent audits of AI algorithms can assist in locating and addressing possible 

biases and establishing an AI ethics council or collaborating with academic institutions to 

consistently evaluate AI technologies' ethical significance (Peng et al., 2024). 

In addition, media professionals must undergo training in the responsible use of AI 

technologies. The technical components of artificial intelligence must be part of the program’s 

media organizations offer. The ethical issues the technologies raise, such as bias in AI-

generated content, must also be considered (Caswell, 2023). Finally, let's remember the 

importance of national-level data protection. User information in this country is at risk right 

now, and if we do something to safeguard it, the quality and quantity of next-gen digital 

journalism may improve. 
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Looking at the situation in Pakistan alongside what is happening worldwide, it is obvious that 

while global media conglomerates like The Washington Post and Reuters have fully embraced 

and integrated conversational artificial intelligence (CAI) into their operations, newsrooms in 

Pakistan are still at an early adoption stage (Torrijos, 2019). Ethical and infrastructure problems 

are the main causes of the gap. Pakistani media companies may, however, fully utilize CAI and 

improve the effectiveness and integrity of their news creation processes by solving these 

problems. 

To guarantee the ethical and practical use of conversational artificial intelligence (CAI) in 

Pakistani newsrooms, some policy recommendations should be noted. Firstly, Pakistani media 

outlets need to invest in AI infrastructure (Jamil, 2021). This involves ensuring media 

companies, particularly smaller ones, have the technological resources necessary to implement 

more sophisticated AI systems and enhance internet connectivity in impoverished regions. 

Building the infrastructure required for AI-driven journalism needs financial and technical 

assistance, where policymakers and private-sector collaboration can play a critical role (Simon, 

2024) 

The second necessary action is that exhaustive ethical principles must govern the use of AI in 

the newsroom. The principles should cover several crucial areas, including privacy, bias 

mitigation, and algorithmic transparency, that form the basis for comprehensive ethical 

journalism in the algorithmic age (Farid, 2023). Tech experts, Government bodies, and civil 

society groups all have a role to play in ensuring that the technologies we create and use serve 

the greater good. Media organizations should work with these players to develop a regulatory 

framework for AI that ensures the technology is used responsibly. AI systems should undergo 

routine audits to find any biases and address any ethical problems resulting from content 

produced by AI (Birhane et al., 2024) 

Lastly, we must create training programs for media professionals that teach them how to use 

AI effectively and ethically. We must equip these media workers with the necessary skills to 

understand, use, and consider the next big technology development. Programs must emphasize 

AI's technical and ethical aspects. They should ensure journalists know how to avoid various 

biases, especially when aspects of AI technology resemble edge cases (Jamil, 2022). That's all 

part of maintaining the integrity of AI-assisted journalism. If Pakistani newsrooms adopt these 

policy suggestions, they can fully unleash CAI's potential and ensure that the highest ethical 

standards are maintained. 

Conclusion 

The Pakistani newsrooms are increasingly using conversational artificial intelligence (CAI). 

Nearly 60% of media professionals in Pakistan have adopted CAI tools such as chatbots. The 

use of these tools has made workflows more efficient and has even satisfied some media 

professionals. Industry experts note that Pakistan's media sector is facing significant 

challenges. The technological infrastructure is an obstacle that many CAI programs face, and 

58.4% of respondents said they thought a lack of resources was a big part of this problem. 

Media experts' concerns about data privacy and algorithmic bias underscore the necessity for 

solid ethical frameworks. More than 44% of these professionals identified this as a top concern. 

Their unease, coupled with the industry's push to use AI for profit, raises red flags that ought 

to be taken seriously by both journalists and journalism educators. These difficulties have 

begun to be solved in the international media, but tech and ethics still need a significant boost 

in Pakistan's newsrooms. 
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To take full advantage of the benefits of CAI, Pakistan needs to invest thoughtfully in 

infrastructure, and it must establish ethical guidelines that ensure the technology is used 

transparently and keeps user's data safe. Although the journey toward achieving a completely 

integrated CAI system in Pakistan's news media is laden with obstacles, the chances offered by 

these state-of-the-art technologies are boundless. So, the country's newsrooms must also train 

reporters to use AI tools responsibly. If Pakistan can overcome these obstacles, it should use 

CAI to boost productivity and enhance news content. Given the appropriate investments and 

the crucial ethical deliberations, CAI could catalyze a full-scale metamorphosis of the 

newsrooms of Pakistan, allowing for an efficient, effective, and innovative journalistic 

experience. 
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