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Abstract 

The scientific community and media are paying significant attention to machine learning. Such 

algorithms offer a lot of possibilities to improve patient care and personalize it in the medical 

field, including heart failure diagnosis and treatment. This study examined the risk variables 

in heart failure patients. In 2015, 299 heart failure patients were collected for our analysis. 

Using the Decision Tree, K-Nearest Neighbor, Support Vector, and Random Forest classifier, 

a heart failure outcome model is created with an accuracy of 80%, 77%, 82%, and 88% 

respectively. Current uses of machine learning techniques to diagnose, classify, and predict 

heart failure are evaluated in an overview of machine learning geared toward practicing 

clinicians. 

1 Introduction 

For centuries, Drops; were the disease entity that we today call heart failure (Ntusi & Mayosi, 

2009 Keulenaer & Brutsaert, 2011; Damman & Testani, 2015). The first documented 

observations on heart failure were provided by Egyptians as bloodletting to discharge fluid 

accretion and shortage of breath (Yernault, 2004; Choffnes, 2016; Choffnes, 2016;1 Snowden, 

2019). Cases of dyspnea, liquid retention, and weakness compatible with heart failure were 

described by Greeks (Moore & Porter, 2008; Zhang, 2012).  Roman used the flowering plant 

“Drimia Maritima” for the treatment of dropsy, which contains cardiac glycosides (Aswal, 

2019; Manganyi et al., 2021).  China and ancient India are also known for pertaining 

descriptions of heart failure (Savarese & Lund, 2017; Jie et al., 2017; Lee & Fan, 2022).  Heart 

failure is the final stage of all heart disorders and is a significant source of morbidity and 

mortality. (Davis, 2000; Kemp &Conte; 2012; Bhatti, 2016). Heart failure terminology is not 

the same as heart attack, in which muscles of the heart die due to clotting in arteries supplying 

the heart, or cardiac capture (de Silva, 2013; Heart disease. ABC-CLIO. Patel, 2017; Cenko, 

2021). 

Heart disease is a leading reason of death, accumulating one-third deaths of in the whole world 

in 2019 (Roth, 2020). The largest number of deaths occurred due to heart failure in China, and 

the second highest number of deaths accounted for in India, followed by Russia, the United 

States, and Indonesia (Forouzanfar, 2017; Roth et al., 2020). The lowest heart failure rates were 

observed in Japan, France, and Peru (Mackay, 2004; Finegold et al., 2013; Bots, 2017). From 

1990 to 2019, heart failure cases doubled from 271 million to 523 million in 2019, and the 
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death rate rose to 18.6 million from 12.1 million. Among these 18.6 million 9.6 million were 

men and 8.6 were women (Roth, 2020; Baddour, 2020).  According to the WHO Ranking, 

Pakistan is the thirtieth place in the world. Deaths reached 240,720 or 16.49% of the total 

deaths. In Pakistan, males are more victims of heart failure than females (Ishaq, 2021). 

Diabetes, high blood pressure, sweet beverages, and obesity are all factors contributing to heart 

attacks in Pakistan (Misra et al., 2017; Raza et al., 2021). Some reviews related to classification 

methods applied for the prediction of heart failure outcomes are as follows: Davie et al. (1997) 

evaluated the signs of heart failure in patients of Western General Hospital, UK. Open access 

to echocardiography (ECO) service was set up to detect left ventricular systolic dysfunction in 

patients consecutively 259 patients were studied and 41 patients with left ventricular systolic 

function studied significantly in ECO. Patients with clinical features not needed ECO, and were 

allocated without such diagnostic features. Davis et al. (2000) studied the prevalence of heart 

disease in United Kingdom. They estimated 5% of admissions in medical wards of hospitals, 

with over 100,000 annual admissions in hospitals. They found 3 to 20 per 1000 people and 

even this exceeds 100 per 1000 patients over the age 65 years. The annual number of heart 

failures was about 1-5 per 1000, which comparatively doubles for each decade of life after 45 

years of age. They examined that with the passage of time, overall survival in patients with 

weakened cardiac function will increase due to advancement in the management of acute 

myocardial infarction. According to their study, it was difficult to diagnose heart failure 

clinically in the early times, but due to advancements in modern drug treatment heart failure 

risk was reduced as it slowed the rate of disease progression.  Davide Chicco and Giuseppe 

Jurman (2020) analyzed a dataset of 299 patients with heart failure in the year 2015. They 

applied different machine-learning techniques to predict both patient survival and features 

associated with significant risk factors. According to their findings, both serum creatinine and 

ejection fraction were the most significant features in predicting the survival of heart failure 

patients from medical records.  

Sajjad et al. (2017) analyzed the survival of heart failure patients hospitalized at the "Institute 

of Cardiology and Allied Hospital" in Faisalabad, Pakistan, over nine months. The mortality 

model was created using Cox regression, which took into account age, serum creatinine, serum 

sodium, ejection fraction, anemia, platelets, creatinine phosphokinase, blood pressure, 

diabetes, gender, and smoking as probable causes of mortality. They used the Kaplan-Meier 

plot to demonstrate the high intensity of mortality. Blood pressure, ejection fraction, renal 

failure, age, and anemia were all risk factors for death in cardiac patients.  Meng F. et al. (2019) 

conducted the first retrospective multicenter study in China. They discovered that sudden 

cardiac death was a highly important component in heart failure patients with poor left 

ventricular ejection fraction, despite its lack of therapeutic relevance for a variety of reasons.   

2 Materials and Methods  

2.1 Data Collection  

The UCI machine learning repository dataset is used to obtain the Heart failure named Heart 

failure clinical records data set. There are 299 cases (194 male and 105 female). The data was 

split into two sets: training and testing, with a 70:30 ratio. The test data set has 89 samples, 

whereas the training data set contains 209 samples. The dataset has 13 features that report 

clinical, physical, and lifestyle data, which are briefly described below (table 1). Certain 

qualities are binary: High anemia Factors to consider include blood pressure, diabetes, gender, 

and smoking. The 10-folder cross-validation method is utilized. 
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Table 1      Description of Features  

 Attributes  Description  

I Age Age of the patient (years) 

II Anaemia Decrease of red blood cells or hemoglobin (boolean) 

III High Blood Pressure  If the patient has hypertension (boolean) 

IV Creatinine phosphokinase 

(CPK) 

 Level of the CPK enzyme in the blood (mcg/L) 

V Diabetes  If the patient has diabetes (boolean) 

VI Ejection fraction  Percentage of blood leaving the heart at each contraction 

(percentage) 

VII Platelets  Platelets in the blood (kiloplatelets/mL) 

VIII Gender Male and female (binary) 

IX Serum creatinine Level of serum creatinine in the blood (mg/dL) 

X Serum sodium Serum sodium: level of serum sodium in the blood 

(mEq/L) 

XI Smoking  If the patient smokes or not (boolean) 

XII Follow-up  Period (days) 

XIII Death event If the patient deceased during the follow-up period 

(boolean) 

 

2.2 The Performance Measure Indices  

A few performance indices are used to evaluate how well machine learning algorithms perform. 

The confusion matrix is a table that displays how many outcomes from the tested model were 

correctly and incorrectly predicted. The mentioned matrix's features are: Many adversely 

projected events that have been positively validated are known as false negatives. True 

positives are a set of results that have been positively anticipated and verified. False positives 

are a term used to describe many confidently expected results that are later found to be 

incorrect. True negatives are several adversely expected effects that turn out to be unfavorable. 

To estimate the parameters, TP, FP, TN, and FN are combined to form a confusion matrix of 

the actual and estimated class. 

The performance of the proposed system is formulated as: 

Accuracy 
( )

( )

TP TN

TP TN FP FN

+
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Figure 1 

2.3 Decision Tree Classifier  

A decision tree is a non-parametric supervised learning technique used for classification and 

regression tasks. It has a hierarchical tree structure that includes a root node, branches, internal 

nodes, and leaf nodes. 

2.4 K-Nearest Neighbors (KNN) 

KNN is a supervised machine learning algorithm that can be used for regression as well as 

classification. KNN categorizes newly entered data based on the degree of similarity between 

the new and old classes. The Kth neighbor is closest to the unknown data. To boost prediction 

accuracy, the model should be trained on a large dataset, and the value of k in the k-nearest 

neighbor approach must be an odd integer. 

2.5 Support Vector Machine  
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The support vector machine (SVM) is a common classification approach that works well with 

nonlinear datasets. Pisner and Schnyer explained this grouping. The support vector machine 

linear model is used for mental health prediction studies. Diseases, sentiment analysis, and 

other such issues. 

2.6 Random Forest  

Random forest tree is a machine learning algorithm that is commonly used for behavior analysis 

and prediction purposes. An enormous number of separate decision trees are combined to 

represent a specific occurrence in the classification of the input data. Each decision tree casts a 

vote indicating the expected data class whereas a random decision tree takes into account many 

decision tree instances independently and produces a prediction output based on the votes of 

the majority. An optimal attribute from the whole set of input attributes is randomly selected 

for each tree, and a decision tree model is created from this attribute by finding the best split 

using the Gini index. The problem with random forest trees is overfitting, which can be resolved 

by maximizing the decision trees and leading to high accuracy. 

3 Results  

Table 2 depicts the background characteristics of the heart failure outcome. In this study 4 ML 

algorithms were applied to classify the Heart failure outcomes. Performance parameters 

(Accuracy, Sensitivity, Specificity, and AUC values) were used to compare the predictive 

performance of the proposed algorithms. We see that the test data accuracy of the Random 

Forest is 88% which means that the algorithm is 88 percent correct for the prediction. 

Table 2 Performance Indicators of all Four Machine Learning to Predict Heart Failure 

Outcome 

  

Decision 

Tree 

K-Nearest 

Neighbor  Support Vector  

Random 

Forest  

Support 89 89 89 89 

Accuracy (%) 0.809 0.775 0.82 0.888 

Precision  0.811 0.763 0.816 0.885 

Recall  0.809 0.775 0.82 0.888 

False Positive Rate 0.213 0.317 0.237 0.169 

False Discovery Rate 0.218 0.265 0.196 0.126 

F_Score 0.81 0.762 0.814 0.884 

Area Under Curve (AUC) 0.787 0.808 0.763 0.908 
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ROC Curves Plot for Decision Tree   ROC Curves pot for K-NN 

   

        Figure 2        Figure 3  

ROC Curves Plot for Support Vector   ROC Curves Plot for Random Forest 

  

        Figure 4        Figure 5  

4 Comparative Study 

This study comprises the relative comparison of the proposed classifier with the classifier in 

the literature.  

5 Conclusion  

It is essential to create a system that can forecast heart diseases precisely and effectively given 

the rise in fatalities caused by heart diseases. The goal of the study was to identify the most 

effective machine-learning algorithm for heart disease identification. Using data from the UCI 

machine learning repository, this study examines the accuracy scores of the Decision Tree, K-

Nearest Neighbor, and Support Vector and Random Forest algorithms for predicting heart 

disease. According to the study's findings, the Random Forest algorithm is the most effective 

algorithm for predicting heart disease, with an accuracy score of 88% as compared to the one 

utilized in this investigation, which will help to deliver better results and aid medical 

practitioners in accurately and successfully predicting cardiac disease. 
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