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Abstract:  

This study experiments with the AI classification models coincident with the stemming 

techniques, in order to set up the fake news detection in the dataset provided by the 

International Social Ontology of Texts. With the SVM, Naive Bayes, RNN, and CNN models, 

the research will perform the evaluation of their capacity to autonomously distinguish genuine 

and fake news articles. It is seen that RNNs are an excellent tool for modeling short and long-

range dependencies, while CNNs are more skilled in identifying fakes dedicated to local 

patterns. One of the assimilative methods with AI algorithm tools, makes for high detection of 

truths, demonstrating the importance of team working within interdisciplinary areas in 

combating misinformation. 
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Introduction  

In the era of rampant misinformation, the accurate identification of fake news has become 

imperative. Utilizing AI and NLP for lang1uage processing, this study determines how to 

exploit stemming methods with AI applications for detecting fake news within the ISOT 

dataset. At the interface of a multi-dimensional view of the subject and advanced AI methods, 

the presented research will bring its own contribution to the fight against fake news and the 

improvement of media literacy in our society. 

Problem Statement  

Dissemination of fake news is one of the biggest problems to social welfare which needs us to 

deploy tougher tools of recognition and prevention. Nevertheless, the solutions used are usually 

not very precise and effective when it comes to distinguishing fake information against facts. 

This study seeks to address this challenging issue by examining the effectiveness of the AI 

stemming technique combined with information retrieval algorithms for detecting fake news 

within the ISOT dataset, trying to advance the reliability of authentication systems. 
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Aim 

The aim of the study is to identify and assess various methods of identifying fake news on 

ISOT Data using Stemming method with a subdomain of AI algorithms.  

Objectives 

RO1: To review how stemming approaches prove to be capable of validating rumours in the 

ISOT data set. 

 

RO2: To examine the availability as well as accuracy of the different AI methods in 

the context of fake news detection. 

RO3: To highlight the impacts of stemming approaches in comparison to non-

stemming techniques on false news classification. 

RO4: To evaluate the application of stemming methods together with AI algorithms 

in order to increase the precision in the fake news detection process. 

Research Questions  

RQ1: What is the effectiveness of the stemming methods in the ISOT dataset as far as 

identifying fake news is concerned? 

RQ2: In what way AI algorithms with fake news detection capabilities are used and 

how efficacious are they? 

RQ3: What is the comparison concerning the results of stemming-based solution with 

non-stemming methods for fake news recognition? 

RQ4: What are the applications of stemming methods together with AI algorithms in 

order to increase the precision in the fake news detection process? 

Significance of the Study 

The significance of this study lies in its potential to advance the field of fake news detection 

by integrating stemming methods with AI algorithms. This study will use cross-functional 

expertise, breakthrough technologies, and improve the precision and effectiveness of the 

detection of fake news by making use of the ISOT dataset. Results analysis is crucial in 

designing a misinformation counter strategy, promoting information honesty, and safeguarding 

societal welfare in a world dominated by digital media and virtual information transfer. 

Literature Review 
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Figure 1: The ICNN-AEN-DM model 

(Source: Abdullah Marish Ali et al., 2023) 

 

The literature review delves into various interdisciplinary studies exploring innovative 

approaches and their societal implications. Moreover, Ooge and Verbert (2022) emphasize how 

forecasts can be valorized via visual presentation in agricultural supply chains thus boosting 

planning. The neural boost phishing defense framework suggested by Qadir et al (2022) will 

prove to be a game changer in the fight against evolving cyber threats and AI methods stand a 

chance of championing in this domain. Rennard et al. (2023) suggested that abstractive 

methods of summation can be used in assembly transcripts to make such summarization 

automated, improving the presented procedures. Sætra et al. (2022) will be looking at the 

ethical ramifications of technology development describing the necessity for the application of 

different ethical standards in different environments. Siddique and Chow (2021) showed that 

machine learning applications in health communication augment therapeutic relationships, 

which eventually leads to positive results in patient care as well as treatment. Authors of 

Taranto et al. (2023) proposed the use of energy-themed economic sustainability mechanisms 

that encouraged slow energy transition while keeping environmental sustainability. Bennett et 

al. (2020) presented a thermo-elastoplastic homogenization study by implementing the SCM 

technique to overcome the difficulty while simulating heterogeneous material behavior in the 

system. According to Brewer et al. (2020), information technologies and contemporary digital 

methods should be offered as tools to ensure healthcare equity by addressing healthcare 

disparities. The work of Calderón-Gómez et al. 2021 analyzed SOAe and microservice designs 

for the case of eHealth applications and optimized installation procedures observing scalability 

and reliability. The intention is to combine interdisciplinary results in the proposed study with 

stemming methods merged into AI algorithms so as to identify fake news stories in the ISOT 

dataset. Although, during this process, stemming techniques can be highlighted according to 

Ooge and Verbert (2022), agricultural forecasting could be helpful in text analysis to detect 

misinformation. In the meantime, the efficiency of AI Algorithms as Qadir et al. (2022) in the 

cybersecurity exhibit, propose that AI Algorithms can improve fake news detection accuracy. 

Moreover, Siddique and Chow (2021) showed that machine learning has numerous 

applications in healthcare communication. AI methods are also very useful in disease 

identification and news verification. This paper aims at uniting knowledge from different fields 

of study, thus making a contribution to studying flicker resilience. It hopefully connects 

technical sciences and social problems. 

Methodology 

Secondary data from Academic journals, conference proceedings and websites with a good 

reputation were extracted through Google Scholar as the key research engine. Identifying 

relevant sources about smashing the fake news, stemming methods, and AI algorithms 

inclusion and exclusion criteria have been set up. The search phrases were corrected by the use 

of appropriate keywords and Boolean operators to make the search queries more accurate. 

Then, after acquiring the initial database of articles, the duplicates were eliminated, and then, 

the rest of the articles were screened, where the remaining articles were separated based on 

predetermined criteria. Only articles that met the inclusion criteria were selected as the main 

sources of the information content of the analysis, thereby guaranteeing the validity and 

relevance of secondary data. 
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Findings and Analysis 

 
Figure 1: Fake news detection approach 

(Source: Islam et al., 2021) 

 

The analysis utilized SVM, Naive Bayes, RNN, and CNN, which were applied to provide clues 

on whether the news was fake or not on the basis of inputted data from the ISOT set. Following 

the cleaning of the dataset to remove noise and normalize the linguistic data through 

tokenization, word-stemming, and word-stemming, the algorithms were cultivated and 

validated using the Python programming language with libraries containing scikit-learn, 

TensorFlow and Keras (Thiyagarajan et al., 2024). The dataset was partitioned randomly into 

training, validation, and test set, in which 70% of it was allocated for training, 15% was used 

as a validation set, and the remaining 15% of the set was used as a test set (Thiyagarajan et al., 

2024). The scattering here refers to the parts where the distribution of real and fabricated news 

materials is displaced equally among every subset. The tests uncovered interesting information 

about the algorithms on how well or badly they can perform in fake news detection. SVM, 

which is particularly known for its classification efficiency, shows competitive results in 

discerning fabrication from genuine news. It demonstrates high accuracy. The linear and non-

linear decision boundaries were the case that enhanced the capability to handle these constraints 

and highlighted the technology’s success in this task. While SVM had limited trade-offs for 

large datasets, the computational cost was the downside of it (Berrondo-Otermin & Sarasa-

Cabezuelo, 2023). A complex task of classifying news articles, Bayes surprisingly can perform 

well despite its simplicity and the assumption of independence. The word statistical approach 

to the classification of an article as either false or real news, which will be ascertained based 

on the likelihood of the occurrence of certain words in a certain class, has proved to be effective 

in determining the truthfulness of an article (Ahmad et al., 2020). The Naive Bayes classifier 

also showed a high performance of computing, and it is a very suitable machine learning 

technique for text classification tasks, which handle large amounts of data. 
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Figure 3: Detection of fake news CNN-RNN based methods 

(Source: Sastrawan et al., 2021) 

 

RNNs within the context of input sequentiality such as text are proven to be handy in fake news 

detection. RNNs can grip the short-term conditions within text data by introducing and 

evolving hidden states over time, that is, deciding which parts of the text are genuine and which 

parts are counterfeit, given the state of textual data (Ali et al., 2022). Nevertheless, the main 

problem with the vanishing gradient in traditional RNNs does not allow them to encapsulate 

long-term correlations. An attempt to tackle this limitation resulted in variants introducing 

LSTM and GRU. It turns out these variants with inbuilt go-off-vanishing-gradient platforms 

are an extra plus due to which RNNs improved in these sequence modeling tasks. For the LSTM 

and GRU, the long-term incorrect information exposure positioning and breaking down of the 

original information leads to a higher true classification rate. Although they were highly 

accomplished in assigning classes to image recognition tasks similar to CNNs, text data was 

also recognized very well, particularly news articles. CNNs achieved this by means of 

convolutions with one dimension and sequencing embeddings of words, through which they 

were able to capture local particularities like n-grams and word sequences serving, in this way, 

the identification of fake news. The function of CNNs in featuring the hierarchical 

characteristics of input data administered the achievement of CNNs in fake news detection 

tasks. 

Thus, the outcome of the analysis above shows that SVM, Naive Bayes, RNNs 

particularly LSTM GRU and CNNs are all applicable strategies for detecting fake news on the 

isot dataset. Each algorithm revealed both the competencies it possessed and its pitfalls, 

emphasizing the fact that the choice of machine learning methods is crucial for an efficient fake 

news detection system. Besides this, the subsequent research could concentrate on ensemble 

methods or hybrid approaches which might be helpful to utilize both the strengths of the 

separate algorithms, thus producing better performances in fake news detection. 

Discussion 

The findings of the study underscore the power of machine learning methods in discriminating 

against fake news. The study utilized the SVM, Naive Bayes, RNN, and CNN models which 

have been applied for the ISOT dataset's analysis. SVM and Naive Bayes demonstrated 

competitive performance in distinguishing between genuine and fake news articles. SVM, 

particularly known for its classification efficiency, reveals its role as a very exact tool with high 

accuracy rates while being rather computationally costly in the case of large datasets. Although 

not as complex as other methods, Naive Bayes showed that it is able also to do well, perhaps 
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even exceed, in classifying news articles by predicting the likelihood of words happening in 

each class. 

 
Figure 4: Development of smart system to detect fake news 

(Source: Thiyagarajan et al., 2024) 

 

RNNs, particularly LSTM and GRU, were the ones that produced the most plausible results of 

the short and long-term effect on the text data which is regarded as an effective measure of 
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truth detection. CNNs are the basic image recognition networks. They were also effective for 

text data classification including news articles by the abstraction of local patterns and 

hierarchical representations within the text. Finally, the whole research work emphasizes the 

fact that AI algorithms and multiple stemming approaches have to be combined together to 

achieve maximum accuracy in fake news detection. These results reveal important dimensions 

of designing effective misinformation detection systems thus pointing to the direction of the 

misinformation fighting in the society. 

Conclusion 

The study presents the efficiency of deep learning and stemming techniques that proved to be 

a good way for fake news detection on the ISOT dataset. The contribution of the methodology 

in the research is shown through the model training, including support vector machine (SVM), 

naive Bayes, recurrent neural network (RNN), and convolutional neural network (CNN) used 

to differentiate genuine and false news articles. RNNs, both LSTMs and GRUs, consist of this 

group with their abilities to capture short or long-term functionalities of text data while CNN 

models local patterns and hierarchical representations effectively, thus detecting fake news. AI 

algorithm's importance in improving fake news detection accuracy makes stemming methods 

interdisciplinary methods crucial, stressing the sheer importance of a strategy that combats 

misinformation and supports media literacy. 
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